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Alkalia (K2O+Na2O+CaO +MgO) wt.%

{X}

27.4

30.3
22.7
19.8
24.8

Mean: 25.0
27.4
30.3

Mean: 28.8
27.7

Mean:           26.8
19.8
24.8

Mean:           25.0
28.7
27.9
27.4
30.1
29.7

Mean:           27.4
Etc. etc.
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Alkalia (wt.%)    

INNER OUTER

{X1} { X2}
n1=5 n2=5

27.4 23.0
30.3 30.3
22.7 26.4
19.8 36.8
24.8 33.5

Mean: 25.0 30.0

INNER
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From Table 2 for DF = 24 and ½α = 0.05
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Awashti & Kumar estimate:

Estimate based on confidence interval:
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And if we wish to be 99% confident?
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Sandstone porosity (%)
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Alkalia (wt.%)    

INNER OUTER

{X1} { X2}
n1=5 n2=5

27.6 28.3
23.8 33.5
22.9 27.2
28.2 31.1
22.5 29.9

INNER
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CONCLUSION:

H0:
H1:

DF=15
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One-tail hypothesis 
to be tested:

Ho: 
H1:

The test F-function:
F =  s1

2/s2
2

The calculated F-value
F =

The critical F-value:
for DF1=

DF2= 

and α = 0.10

F0.10 =

Result:

Conclusion:

Exercise 11



Mean: ẋ1 = 67

Mean: ẋ2 = 82

One-tail hypothesis 
to be tested:

Ho:  
H1: 

The test t-function:
t =  … (see p. 27)

The calculated t-value:
t =

The critical t-value:
for DF = and α = 0.10

t0.10 =

Result:

Conclusion:

Exercise 11 (cont.)



Mean: ẋ1 = 67

Mean: ẋ2 = 82

Exercise 11 (cont.)



Conclusion:

Ho cannot be rejected for α = 0.10. We conclude with 90% confidence that tthe dataset 
derives from a normally-distributed general population. 

Sum:

Critical value:

The Cramer-von Mises normality test: an example
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The Pearson chi-square test: an example

0.0233   0.0233

0.0778   0.0545

0.1949   0.1171

0.3821   0.1872

0.6064   0.2243

0.7967   0.1903

0.9177   0.1210

0.9750   0.0573

1.0000   0.0250

1.000

χ2
0.05 = 12.6

and α = 0.10

Conclusion:
Ho cannot be rejected with 90% confidence.
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Z0.10 = Conclusion: 

Find Zα for α = 0.10 (from Table 1B) 

The runs test for the difference between two populations – an example
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The Mann-Whitney (rank sum U) test for the difference between two populations – an 
example

{X1} n1 = 8              62, 63, 59, 54, 65, 60, 62, 57

{X2} n2 = 10            53, 58, 61, 62, 67, 52, 56, 58, 61, 63
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The Kolmogorov-Smirnov test: an example

One-tail test
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Bed 1

Bed 2

Species A Species B Species C

2 5 4

3 8 7

Χ2 = 29/11 ∙ (22/5 + 52/13 + 42/11) +

+ 29/18 ∙ (32/5 + 82/13 + 72/11) – 29 = 0.02

N =

Χ2
½α for α = 0.10 and DF = 3-1 = 2  (from Table 4):

The chi-square test with contingency table – an example  
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The chi-square test with contingency table – an example  
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The Bartlett test –
an example

Conclusion: 
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Exercise 20



Exercise 21



Conclusion:

Exercise 22
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Conclusion:
HO is rejected with 95% confidence
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Grouped data
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Calculation of 
the regression line

Exercise 26



Exercise 27

Calculation of residuals



Exercise 28



Exercise 29 2o polynomial (parabolic) model
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Hyperbolic (power-law) model

Exercise 32
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Basal grain size of turbidite bed
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A B C
oij 39 18 10

eij

dij

oij 65 37 44

eij

dij

oij 43 40 13

eij

dij

1

2

3

Grey 
clayey
lmst.

Lmst
&

anhydr.

White 
lmst

Bivalves & 

molluscs

Polygenic assemblage 

of brachiopods, bivalves 

& molluscs

Monogenic 

assemblage of 

brachiopods

67

146

96

147 95 67 309
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Exercise 36

Make your calculation notes here



forams forams forams foramsSamples

Affinity matrix

dij = 749.50

Taxonomic distance dij for variables OA and OWB

Pitagorean taxonomic distance dij used
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1

2

3

4

5

1 2 3 4 5

The nearest-neighbour (single-link) clustering method
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1 2

Dendrogram

Exercise 38
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1 2 3 4 5

(1,2)

(1,2)
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(1,2)

(1,2)

3

3

4

4

5

5

(4,5)

(4,5)
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1 2

Dendrogram

4 5
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(1,2)

(1,2)

3

3

4

4

5

5

(4,5)

(4,5)
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(4,5)

(1,2)

(1,2) (4,5)

3

3

(3,4,5)

(3,4,5)
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1 2

Dendrogram

4 53
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(4,5)

(1,2)

(1,2) (4,5)

3

3

(3,4,5)

(3,4,5)
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1 2

Dendrogram

4 53

Exercise 38
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A B C D E F

0.66

Exercise 39



2
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A B C D E F

0.66

0.41

0.29

Exercise 39



1.00

1.00

Exercise 39



A B C D E F

0.66

0.41

0.29

-0.59

Exercise 39



e
o

FFFQFQFF 

End of series

70

38

108

53

50

22.21

4.71

0.637 Z0.10 = 1.28

Ho cannot be rejected with ≥90% confidence
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17

18

19

Data series of 50 samples

n+ = 28, n− = 21,  N = 49

Uo = 19

Ue = [(2∙28∙21)/49] – 1 = 23

Ho:  Uo > Ue

H1:  Uo < Ue

SU = √ [2∙28∙21 (2∙28∙21 – 49)]/492(49-1) =

= 3.39

Z = |19 -23|/3.39 = 1.18 

Conclusion:
Ho cannot be rejected with 90% confidence

1.28 Z0.10 =
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Number of ties:

3
2

2

3

2

2

2

2

18

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26

26

Exercise 42



In the present case:

w = 18

EPR = (263 – 26)/12 = 1462.5   and      EVR = [(263 -26)/12] – [(183 -18)/12] = 978.0

and

rS = (1462.5 + 978.0 – 1902)/2·1194.12 = 0.2255

t = 0.2255/√1/(26 – 1) = 0.2255/0.2 = 1.127

DF = 26 – 1 = 25

If there are ties in VR-indices within the data series, such that one or more mean VRs 
have to be used, the formula for the Spearman correlation coefficient needs to be 
corrected as follows (Kendall and Gibbons, 1990): 

EPR + EVR – Σd2

rS =
2 √ EPR + EVR

with: EPR = (n3 – n)/12 and  EVR = [(n3 – n)/12] – [(w3 – w)/12], where n is the total 
number of data in the series and w is the number of data tied by VR-indices. 

Calculation

The statistical null and alternative hypotheses tested are:

HO:  rS < 0

H1:  rS > 0

NB! This is a one-tail formulation. The risk of error will then be α and the critical 
value will be read off for α.
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Another example
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B

9

DF = (4-1)2 = 9
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